
UNIT 2. STATISTICAL MODELS IN SIMULATION

While modeling real-world phenomena, in some of the situations, the actions of the entities
within the system can be predicted completely. Whereas, in certain situations, variation may occur
by chance and cannot be predicted. However, some statistical model may describe the behavior of
such systems. An appropriate model can be developed by sampling the phenomenon. Then through
the trained guesses, the model builder can:

• select a known distribution form

• make an estimate of the parameters of this distribution

• test to see the goodness of fit.

Let X be a random variable. If the number of possible values of X is finite, then X is called as
discrete random variable. The possible values of X are listed as x1, x2, .... The possible values that
a discrete random variable X can take are called as range space of X and is denoted by RX . The
probability that a random variable X takes the value xi is denoted by p(xi). For any discrete random
variable X, the number p(xi) must satisfy the following two conditions:

1. 0 ≤ p(xi) ≤ 1, ∀i

2.
∑∞

i=1 p(xi) = 1

The collection of pairs (xi, p(xi)), i = 1, 2, ... is called as probability distribution of X and p(xi)
is called as probability mass function (pmf) of X.

Example 1: The number of people arriving to a bank on a particular day is a random variable,
say X. Then, the range space RX = 0, 1, 2, ....

Example 2: Consider an experiment of tossing a single die. It is obvious that, the possible
outcome may any one of the numbers from 1 to 6. Thus,

The random variable X = the value that appears on the top of a die.
The range space RX = 1, 2, 3, 4, 5, 6.

One can observe that the probability of getting any number on top is 1
6 .

Example 3: Consider an experiment of tossing two dice at a time. Let the random variable
X be the sum of the numbers which appears on top of the dice. The possible numbers that may
appear on top of two dice would be a set of ordered pair:

S= {(1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (1, 6),
(2, 1), (2, 2), (2, 3), (2, 4), (2, 5), (2, 6),
.......................................................
(6, 1), (6, 2), (6, 3), (6, 4), (6, 5), (6, 6)}

So, the range space of X contains the possible sums of the ordered pairs of the set S. Thus,
RX = 2, 3, 4, ..., 12.
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2.1.5 The Mode 
The mode is one of the measures of central tendency used for describing several statistical 
models. In case of discrete random variable, the mode is the value of variable which occurs 
most frequently. In other words, it is the value of a variable which has appeared more 
number of times in a given list. For a continuous random variable, mode is the value at 
which the pdf is maximized. Note that, mode may not be unique for a given list. If there are 
two modal values for a given random variable, then the distribution is called as bimodal 
distribution.   
 
2.2 USEFUL STATISTICAL  MODELS 
While developing simulation models, the analyst may require to generate random events, 
identify statistical distribution of those events and to use well-known statistical models. So, 
here, we will discuss various statistical models appropriate to various applications. 
 
2.2.1 Queuing Systems 
Queuing is nothing but a waiting line. For example, people are waiting in a queue to get a 
ticket. There may be one or more counters and the number of people waiting in a queue is 
dynamic. A queuing system is described its population, the nature of arrivals, the service 
mechanism, the system capacity and the queuing discipline. 
 
In the queuing systems, inter-arrival and service time patterns will be given. The times 
between arrivals and the service times are probabilistic, in most of the cases. The 
distribution of time between arrivals and the distribution of the number of arrivals per time 
period are important in the simulation of queuing systems. The distributions that suits 
queuing system may depend on following situations: 

 If the service time is completely random, the exponential distribution is suitable for 
simulation purpose. Example: The time required to get a task done at a government 
office is random. It may vary depending on type of the task, the person whom you 
approach etc.  

 If the service time at the beginning of the system is low, and increases as the time 
passes by and again reduces at the end, then the Normal distribution is suitable. For 
example, the service time at the bank in the morning hours will be less, it increases 
afterwards and again decreases by the end of the day.  

 In certain other situations, gamma and Weibull distributions are also used.  
 
 Inventory and Supply-Chain Systems 
There are three major random variables in inventory and supply-chain systems: 

 The number of units demanded per order or per time period 
 The time between the demands 
 The time duration between placing an order and receiving the items. This is called 

as lead time. 
 

The Gamma distribution will suit for the random variable representing lead time.  Even, 
Geometric, Poisson and Negative Binomial distributions will suit for random variables 
representing various types of demands.  
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2.2.2 Reliability and Maintainability 
Time to failure has been modeled with various distributions like Exponential, Gamma and 
Weibull. Exponential distribution is used when there are random failures. For modeling 
standby redundancy, Gamma distribution is used. When there are large numbers of 
components in a system and the failure is dues of large number of defects, Weibull 
distribution is used.  
 
 
2.2.3 Limited Data 
In many situations, simulation modeling begins before the completion of data collection. For 
such a limited data, Uniform, Triangular and Beta distributions are useful. When an inter-
arrival time or service time is random, the uniform distribution is used. The Triangular 
distribution is used when assumptions are made about the minimum, maximum and modal 
values of the random variable.  
 
2.2.4 Other Distributions 
Several other distributions like Bernoulli and Binomial distributions are helpful in discrete-
system simulation. The hyper-exponential distribution is similar to the exponential 
distribution, but its greater variability might be helpful in certain cases. 
 
 






















